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HIerarChy Regs CPU registers hold words
Smaller, retrieved from the L1 cache.
faster, L1:/ L1 cache
and (SRAM) L1 cache holds cache lines &O‘\ C K/\,e
costlier L2 n retrieved from the L2 cache.
(per byte) L2: (S;?ACM?
storage L2 cache holds cache lines
devices retrieved from L3 cache
L3: L3 cache
(SRAM)

L3 cache holds cache lines

retrieved from main memory.
Larger, :D @AM

slower, L4: Main memory
and (DRAM) Main memory holds disk
cheaper blocks retrieved from
(per byte) local disks.
storage | 5. Local secondary storage kDCﬂ& 5
devices (local disks)
Local disks hold files
retrieved from disks
on remote servers
L6: Remote secondary storage
(e.g., Web servers)
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Big Slow
Processor * Memory
(DRAM)

Speed: Register >>Cache >>DRAM
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Locodr’iy
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Principle of Locality: Programs tend to use data and instructions with
addresses near or equal to those they have used recently

Temporal locality: < 7
Recently referenced items are likely D:l:l

to be referenced again in the near future

Spatial locality: ( )
Iltems with nearby addresses tend ED:I:I

to be referenced close together in time



sum = 0;

for (1 = 0; i < n; i++)
sum += a[i];

return sum;

Data references

Reference array elements in succession . .
(stride-1 reference pattern). Spatlal Iocallty

Reference variable sum each iteration. 1 emporal locality —

Instruction references
Reference instructions in sequence.
Cycle through loop repeatedly.
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Spatial locality — close referces
Temporal locality<__
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General Cache Concepts

Smaller, faster, more expensive

I 4 " n 10 " | memory caches a subset of
CaChe the blocks
Data is copied in block-sized transfer units
called “cache blocks”
(Typical: 32, 64 bytes)
Larger, slower, cheaper memory

Memory 0 n 1 IT 2 " 3 | viewed as partitioned into “blocks”

all sl ell 7]

sl ol 10l 1]

2] 13l 14l 5]

— — —

General Cache Concepts: Hit

Request: 14 Data in block b is needed
Block b is in cache:
Cache T 8 " 9 n 14 " 3 | Hit!

Processor issues load request to cache How to check if
l there’s a match?

1/7
Compare request address to cache tags & see if there is a match

Cache Hit Cache Miss
(found in cache) (not in cache)

Read block of data from
-1 Which block to

|

e Replace victim block in cache
% with new block

(_/

~

\: Return copy of data from cache

J

main memory
replace?
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